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Why do LLMs need memory?

LLMs have a finite input length 
and are bad at memorizing facts

Information beyond pretrained 
Knowledge sources

2021 2022 20232019 2020

Pre-training Data New Information

My location is Seattle now Suggestions are for Santa Monica

Saving and reusing information in virtual friend apps



Memory-based Models

- Format [Key, Value, 
Triple, Summary]

- Static/Dynamic
- Scalability

- Non-parametric [kNN, 
FAISS, similarity]

- Parameterized [Dense 
Retriever, training]

- Query Format

- Modified Attention
- Prompt
- Frozen LLMs
- Adapters/LoRA

- I am in Seattle
- I like concerts
- I like rock music

Suggest things to do 
near me

Memory Retriever Language Model

Here’s a rock 
concert in Neptune 
Theatre you might 
enjoy..

1 Previous Inputs

2 Current Input

3 Output



Memory-based Models: Evaluation

- I am in Seattle
- I like concerts
- I like rock music

Suggest things to do 
near me

Memory Retriever Language Model

Here’s a rock 
concert in Neptune 
Theatre you might 
enjoy..

1 Previous Inputs

2 Current Input

3 Output

A. Is the memory 
saved accurately?

B. Is the memory 
retrieved correctly?

C. Can the LLM use 
memory properly?



Evaluation

A. Is the memory 
saved accurately?

User likes rock music.

- I like rock music.

User does not like rock music anymore.

- I have lost interest in rock.

 

From today.

User can surf.
User is wearing a black wetsuit.
User is riding a white surfboard.

Does User like 
rock music?

We propose to use 
an exhaustive list of 
probing questions 
to evaluate the 
saved memories.

Does User surf?

No.

Yes.

Probing 
Question



Evaluation

User does not like rock music anymore.

- I have lost interest in rock.

User can surf.
User is wearing a black swimsuit.
User is riding a white surfboard.

Does User like 
rock music?

Relatively well 
studied in literature.

Important for 
interpretability and 
control.

Evaluated using 
Oracle memory.

Does User surf?

No.

Yes.

Probing 
Question

B. Is the memory 
retrieved correctly?

  Retrieval
  Accuracy



Evaluation

I visited New York 
two years ago.

May 2, 2019: I was 
promoted to head 
barista at Cafe 
Aromatica.

Focus on a few 
foundational 
capabilities.

C. Can the LLM use 
memory properly?

A 
picture 
from 
one of 
my 
older 
travels

I am visiting my 
aunt in Canada.

Which places has 
User visited?

New York, France, 
Canada.

Aggregation of 
Information

Reasoning over 
Time

Oct 10, 2019: I 
received an offer 
to work at a 
coffee roastery. I 
am taking the job.

Oct 29, 2019: Moved 
to SF for new job. 

Where was User 
working in June 2019?

Cafe Aromatica.

I like spicy food

Complex/Open-ended 
Reasoning

A picture of my 
refrigerator.

What can I cook 
today?

You can try 
making 
Sriracha 
Fried Rice.



Evaluation

Focus on a few 
foundational 
capabilities.

C. Can the LLM use 
memory properly?

Evaluation

I participated in a Counter 
Strike gaming tournament 
yesterday.

I started hanging out with 
some friends I met at the 
tournament.

Summarize the events in 
User’s life.

User started hanging out with 
friends he met at the Counter 
Strike tournament that he 
participated in.

Long-range
Causal Reasoning

Contextual Response 
Generation 

Here’s the number of a nearby 
vet that is open right now. Try 
making an appointment: xxxxx

…

Daisy seems sick, where 
should I take her?

Meet Daisy, our 
newest family 

member!!

…



Conversational Dataset Collection

Multi-session Chat (MSC) Dataset [3]
Created by crowdsourcing workers,
five sessions (5) and summaries

Crowdsourced Data 

Real-world dialogues

Real-world events

Personalized images

Workers may lose interest over 
long-term collection and diverge

Cannot pre-assign diverse 
personalities

May not result in the data we want



Conversational Dataset Collection

Generative Data

Can simulate long-term conversation (e.g. 
over a year or more)

Can pre-assign diverse personalities

Can follow explicit instructions for the data we 
want

Dialogues are too formal and overly positive

Current multimodal LLMs are not good

Inconsistent conversations due to lack of 
memory 

Extended MSC Dataset
- Created using ChatGPT



Hybrid Crowdsourcing + LLM Dataset
Combine the merits of both to create a good multimodal conversational dataset

Preassigned 
Personality

Preassigned 
Personality

– —- —- 
— — —- 
—--- – —-

– —- —- 
— — —- 
—--- – —-

– —- —- 
— — —- 
—--- – —-

Multiple initializations 
of conversation

Workers check for (a) well-formed 
dialogues (b) consistent stories (c) 

grounded dialogues

– —- —- 
— — —- 
—--- – —-

– —- —- 
— — —- 
—--- – —-

– —- —- 
— — —- 
—--- – —-

Multiple sessions of LLM conversation followed by crowd-sourced filtering

1-7 days pass in 
virtual time



Relevant Ideas



Step 1: Pre-define persona

Use few-liner personas from MSC dataset to create detailed personas



Step 2: Create event graphs

Use detailed persona to create event graphs



Persona & Event Graphs: Example

Prompts are designed to generate positive as well as negative events.
Events are generated in an iterative fashion.



Step 3: Memory system

Previous
session Long-term memory Short-term memory

Observations

Reflections

Global summary 
before session i

Global summary 
after session i

Saved as a database and 
retrieved using 

encoder-decoder arch.

Always included in the 
prompt for generating 

conversations.



Observations: Example



That pic looks amazing! Waterfalls are 
so chill, can't wait to check it out 
when I head to Yosemite. Got any tips 
for hiking around there?

Step 4: Multimodal Behaviour using LLMs
– —- —- — — —- —--- – —- — —-- —-- - — —- 

Wow, that waterfall looks awesome! I bet 
it's totally breathtaking up close. Did 
you make it to the top of any of them?

… but I did hike to 
the base of one of 
the waterfalls … 
[shares a photo of 
herself at the base 
of a Yosemite 
waterfall]

yosemite waterfall 
base hike view

scraped 
from web 
using iCrawler

I didn't make it to 
the top … The view 
was amazing …

I didn't make it to the top, 
but I hiked to the base of 
one of the waterfalls. The view 
was amazing, and the sound of 
the water was so peaceful.

In the image, a group 
of adults is seen 
walking along a path 
near a large and 
clear waterfall on a 
clear day … 

● How long did it take to 
hike to this waterfall in 
Yosemite?

● What was the vibe like 
among the group of adults 
walking along the path?



Bringing it all together



Persistent Issues

● Often, the images are generic and do not contain much 
multimodal information that we can ask questions about.

● Inconsistencies due to incorrectly retrieved information 
when generating next responses

● LLMs are bad at dialog repair → they kinda ‘go with the 
flow’ → skip events assigned to them

● On a similar note, LLMs are ‘Yes Mans’, they will say yes 
to most questions, at the cost of being inconsistent 



Manual Editing



LoCoMo Long-Term 
Conversational Dataset



QA Annotations Guidelines: Example



QA Task

Five QA categories

Annotated:
● Multi-hop reasoning
● Commonsense & world knowledge reasoning
● Temporal reasoning

Generated:
● Single-hop reasoning
● Adversarial

Evaluation Metric: partial F1 score



Event Summarization Task
Event graphs are used as ground truth summaries.

Timestamps are the same as session dates.

Challenges include long-range temporal and causal 
reasoning.

Evaluation Metric: ROUGE, FactScore-F1

Ground Truth Generated

Precision

Recall



Multimodal Dialog Generation Task

Challenges include retrieval of context and utilizing retrieved context correctly.

Evaluation Metric: MMRelevance, similar to CLIPScore



Experimental Setup

Baseline Models for QA

● Long-context Models
○ Gpt3.5-16k

● Base LLMS
○ GPT3.5
○ GPT4
○ Llama2-70B (instruction-tuned)
○ Mistral-7B (instruction-tuned)

● Base LLMS + Retrieval
○ Retriever: Dragon
○ Database type

■ Observation
■ Summary
■ raw dialog

Baseline Models for Summary

● Long-context Models
○ Gpt3.5-16k

● Base LLMS
○ GPT3.5
○ GPT4
○ Llama2-70B (instruction-tuned)
○ Mistral-7B (instruction-tuned)

Baseline Models for Dialog

● Base MLLMS
○ MiniGPT-5

● Base MLLMs + Retrieval
○ Retriever: Dragon
○ Database type:

■ Summary
■ observation



Results from QA Task



Results from QA Task with Retrieval



Results from QA Task: Takeaways

● LLMs with limited context length face challenges in understanding extremely long conversations 
due to truncated context windows

● Long-context LLMs can comprehend longer narratives, yet they are prone to generating 
hallucinations.

●  RAG is effective when conversations are stored as observations

● Time reasoning and open-domain knowledge questions are the most challenging scenarios



LLMs struggle with change of state over time

Session 2

Tiffany reads her first sci-fi 
book, “The Time-Traveller’s 
Daughter”

Session 10

Tiffany reads another sci-fi 
book, “The Maze of Time”

Question: What is the first sci-fi book Tiffany has read?
Correct Answer: The Time-Traveller’s Daughter
GPT3.5 [16k]: The Maze of Time

1 2 3 4 5 6

#sessions between the two facts



LLMs struggle with attribution

Speaker A

Collects vintage coins

Speaker B

Collects vintage coins, 
stamps, maps, postcards

Question: What is Speaker A's favorite postcard?
Correct Answer: There is no information about Speaker A’s 
favorite postcard in the conversation.
GPT3.5 [16k]: Speaker A’s favorite postcard is a picture of a 
vintage coin from Paris.

Question: What is Speaker B's memory about their grandmother?
Correct Answer: Speaker B’s grandmother sent them a vintage 
postcard from Paris.
GPT3.5 [16k]: A cherished memory for Speaker B about their 
grandmother is receiving a vintage coin from her as a gift.

Speaker B

Has a favorite vintage 
postcard from Paris sent by 

grandmother



LLMs struggle with coreference resolution 
over long context

That sounds great, Joseph! I joined a book club recently and introduced them to the book I was reading, they loved it. We also read this sci-fi 
novel "The Maze of Time". It was interesting and made me think. Have you ever read any sci-fi books that make you question reality?

That's awesome! I had no idea quantum computing could do that. I found a book called "The Time-Traveller's Daughter" which looks interesting. 
It's my first foray into sci-fi. I am reading a few pages before going to bed most nights. Do you have anything fun coming up?D2:8

D10:4

Question: Which books has Tiffany’s book club read?
Correct Answer: The Time Traveller’s daughter, The Maze of Time, Three-Body Problem
Evidence: D2:8, D10:4, D10:16
GPT3.5 [16k]: The Maze of Time, Three-Body Problem, Dragon Tattoo.



When do models struggle to retrieve context?

● No explicit overlap between question and answer

● Images needing some amount of detailed understanding not covered in caption

● Dialog context is scattered over many adjacent dialogs, such as question 
followed by answer

Quantum computingWhich science topic did Joseph and Tiffany talk 
about?

Which book does Joseph share with Tiffany?

How does Tiffany like to stay motivated? By using a vision board



Results from Summarization Task

● The use of incremental summarization with gpt-3.5-turbo leads to the highest performance in both 
recall and F1 score.

● The long-context model does not surpass the base model.



Results from Summarization Task: Error Types



Results from Multimodal Dialog Generation Task

● Incorporating context into training enhances performance, with the inclusion of observation as context 
yielding significantly improved results.



Prevailing challenge: How to create data for 
multimodal change of state?

What we want:

Change of state Multiple values of same attribute

What we have: Standalone images



Prevailing challenge: Real-world vs. 
semi-synthetic conversations?

Variation in sentiment over time in 
real-world conversations

Variation in sentiment over time in 
synthetic conversations



Thank you!


